GROOT: A Real-time Streaming System of High-Fidelity Volumetric Videos
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Abstract
We present GROOT, a mobile volumetric video streaming system that delivers three-dimensional data to mobile devices for a fully immersive virtual and augmented reality experience. The system design for streaming volumetric videos should be fundamentally different from conventional 2D video streaming systems. First, the amount of data required to deliver the 3D volume is considerably larger than conventional videos with frames of 2D images, even compared to high-resolution 2D or 360° videos. Second, the 3D data representation, which encodes the surface of objects within the volume, is a sparse and unorganized data structure with varying scales, whereas a conventional video is composed of a sequence of images with the fixed-size 2D grid structure. GROOT is a streaming framework with a novel data structure that enables not only real-time transmission and decoding on mobile devices but also continuous on-demand user view adaptation. Specifically, we modify the conventional octree to introduce the independence of leaf nodes with minimal memory overhead, which enables parallel decoding of highly irregular 3D data. We also developed a suite of techniques to compress color information and filter out 3D points outside of a user’s view, which efficiently minimizes the data size and decoding cost. Our extensive evaluation shows that GROOT achieves more stable but faster frame rates compared to any previous method to stream and visualize volumetric videos on mobile devices.

CCS Concepts
• Networks → Mobile networks; • Computer systems organization → Real-time system architecture; • Computing methodologies → Image compression; Mixed / augmented reality.

Keywords
Volumetric Video, Video Streaming, Mobile Augmented Reality, Virtual Reality, Point Cloud

1 Introduction
Volumetric video is an emerging media that provides a highly immersive and interactive user experience. Different from 2D videos and 360° videos, the volumetric video consists of 3D data, enabling users to watch the video with six-degrees-of-freedom (6DoF). Alongside with the recent advances in virtual reality (VR) and augmented reality (AR), volumetric videos conjure numerous compelling applications. For instance, music performances or sports games that are captured as volumetric videos will allow users to view their favorite performer or player from different angles and distances. It can also be utilized in various fields such as education for remote virtual lectures and even for medical, architecture, and arts. While volumetric video contents may consist of anything captured in 3D, virtual lectures and even for medical, architecture, and arts. While volumetric video contents may consist of anything captured in 3D, virtual lectures and even for medical, architecture, and arts. While volumetric video contents may consist of anything captured in 3D, virtual lectures and even for medical, architecture, and arts. While volumetric video contents may consist of anything captured in 3D, virtual lectures and even for medical, architecture, and arts. While volumetric video contents may consist of anything captured in 3D, virtual lectures and even for medical, architecture, and arts. While volumetric video contents may consist of anything captured in 3D, virtual lectures and even for medical, architecture, and arts. While volumetric video contents may consist of anything captured in 3D, virtual lectures and even for medical, architecture, and arts. While volumetric video contents may consist of anything captured in 3D, virtual lectures and even for medical, architecture, and arts. While volumetric video contents may consist of anything captured in 3D, virtual lectures and even for medical, architecture, and arts. While volumetric video contents may consist of anything captured in 3D, virtual lectures and even for medical, architecture, and arts. While volumetric video contents may consist of anything captured in 3D, virtual lectures and even for medical, architecture, and arts. When volumetric videos are projected to reach $2.8 billion by 2023 [9], and it is considered as the key application of 5G [10].

Despite its potential, it involves several critical technical challenges to enable real-time delivery of volumetric videos to mobile devices.

• Real-time Data Transmission. Volumetric videos should be delivered to mobile devices over the wireless network to allow the users to move freely in 6DoF for an immersive experience. Volumetric video is mostly commonly represented as the point cloud format composed of a list of 3D coordinates and RGB colors. If the individual points are simply concatenated without compression, it enables rendering with fully parallel processing at the expense of large data size. Single frame size of a volumetric video can typically range from 4 MB to more than 15 MB (See Table 1), and naive, uncompressed delivery will require 1Gbps to 3.6Gbps transmission rate, which is beyond the capability of current WiFi or 5G networks [12, 39].

• Real-time Decoding and Rendering on Resource-constrained Mobile Devices. For the users to watch volumetric videos in 6DoF, the content should be decoded and updated in 30 fps while the viewpoint of the user is updated in 60 fps (~20ms of
motion-to-photon latency). There has been extensive research in 3D volumetric video compression [19, 22, 30, 50, 56], but system design for real-time streaming has not been explored sufficiently. For instance, Google Draco [2] and Point Cloud Library (PCL) [8], widely used open-source libraries to compress volumetric videos, decrease the data size by 4×, but the decoding speed is far from reaching the 30 fps frame rate even on state-of-the-art mobile devices such as iPhone X5 (See details in Section 3.3). Recently, ViVo [14] took the first step to enable the streaming of volumetric videos to mobile devices. The system applies visibility-aware optimizations to reduce the network bandwidth usage on average of 40% while improving the decoding speed using multi-threading. However, the underlying decoder is also based on Google Draco, which is hard to scale when decoding complexity increases with a larger number of points; it supports real-time streaming with up to 300k points but is hard to scale when the number of points and resolution increase.

To address the challenges, we propose GROOT, an end-to-end streaming pipeline for volumetric videos. We observe that for seamless and real-time streaming of volumetric videos, it is critical to compress the large amount of 3D data and, at the same time, enable fast and light-weighted decoding on the mobile device fully exploiting the parallel nature of point clouds. We suggest a novel compression and decoding scheme, which not only improves the compression rate but also supports real-time decoding on mobile devices. In addition, it can be modified in real-time for runtime optimizations such as user view adaptation to further reduce the data size while maintaining a sufficient perceptual quality. GROOT can stream state-of-the-art videos at a 30 fps frame rate while maintaining the rendering frame rate at 60 fps, whereas the prior systems support only 2 to 20 fps depending on the volumetric video content.

In particular, GROOT features the following three novel techniques.

- **Real-time Parallel Decoding.** We develop new data compression and decoding techniques specialized for volumetric video streaming with a newly designed tree structure, PD-Tree, Parallel Decodable Tree. We take the octree-based approach [30] as the baseline, which compresses the point clouds in a tree format recursively dividing the 3D space into 8 sub-spaces. The problem with the original octree structure is that the inter-dependency from the root to the leaf node prohibits the parallel decoding and significantly delays the decoding process. The suggested PD-Tree removes dependencies between the different branches of the tree, and we demonstrate the power of the data structure with a high-speed GPU-enabled decoder integrated into the rendering pipeline. The new compression and decoding techniques enable 30 fps streaming speed, which was not possible with the original tree-based compression techniques such as Google Draco [2] or PCL [8]. Note that we excluded 2D projection-based compression methods such as MPEG V-PCC [7]. The approach enables fast decoding based on long-studied 2D video compression techniques, but it is difficult to encode generic point cloud videos with multiple overlapping people and to apply user-adaptive optimization techniques.

- **Color Map Encoding.** We develop a color map encoding technique to further reduce the size of the compressed video. The prior methods focus more on compressing coordinates of 3D points that the size of the color map is 2× of the coordinate information after the compression. To overcome the low compression rate, we pack the color values as 2D pixels of images and utilize the conventional JPEG compression. Here, we take advantage of the PD-Tree, where the leaf nodes can be processed in parallel, and therefore the order of the points can be flexibly re-arranged. We position similar colors into 8 × 8 blocks within the image to maintain the visual quality while achieving a higher compression ratio.

- **Continuous and Responsive User-view Adaptation.** Finally, we show that it is possible to adopt runtime optimization techniques such as user view frustum culling and resolution adaptation directly to the streaming pipeline without modifying the decoder. Although prior systems like ViVo [14] has applied the similar idea, our paralleled structure is unique in that: 1) it provides much faster updates of the content when a user’s view needs to change, and 2) it enables continuous changes of the contents to effectively reduce the data size while maintaining the perceived quality of the videos.

The summary of our contributions is as follows:

- To our knowledge, GROOT is one of the first mobile volumetric video streaming systems. In particular, our system features in supporting real-time streaming of state-of-the-art volumetric videos (with a large number of sparse points or high resolutions).

- We develop a suite of techniques, real-time parallel decoding, color map encoding, and continuous and responsive user-view adaptation. These techniques enable real-time streaming of volumetric videos by reducing the data size and improving the decoding speed on resource-constrained mobile devices.

- We implement a prototype of our proposed system and conduct thorough experiments with the existing state-of-the-art datasets. GROOT achieves a 30 fps frame rate and 60 fps motion-to-photon latency, which is 9.4× and 3× better than optimized Google Draco and PCL, respectively. GROOT also improves the compression rate by 2×.
which can better represent the captured real world. The representation results in a much denser number of points, for example, the 8i dataset \[21\]. Table 1 describes the characteristics of each dataset.

<table>
<thead>
<tr>
<th>Name</th>
<th>Dataset</th>
<th>Description</th>
<th>Avg # of Points/Frame</th>
<th>Total # of Frames</th>
<th>Required Bandwidth (Gbps)</th>
<th>Avg Rendering (FPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>band</td>
<td>Panoptic</td>
<td>Three people playing instruments</td>
<td>288k</td>
<td>3000</td>
<td>1.03</td>
<td>390</td>
</tr>
<tr>
<td>pizza</td>
<td>Panoptic</td>
<td>Five people standing in a circle</td>
<td>515k</td>
<td>3000</td>
<td>2.31</td>
<td>259</td>
</tr>
<tr>
<td>longdress (long)</td>
<td>8i</td>
<td>One person moving</td>
<td>860k</td>
<td>300</td>
<td>3.09</td>
<td>176</td>
</tr>
<tr>
<td>twopeople (two)</td>
<td>8i</td>
<td>Two people moving</td>
<td>988k</td>
<td>300</td>
<td>3.55</td>
<td>126</td>
</tr>
</tbody>
</table>

2 Background

2.1 What is Volumetric Video?

**Creation.** Volumetric video is composed of a sequence of 3D data allowing the users to move in 6DoF and interact with the 3D contents from any direction and location. The real-world information can be turned into a volumetric video by capturing the 3D information in real-time using multiple RGB-D cameras. It is becoming accessible for general developers with open-source capture libraries [3, 6] using commodity depth sensors (e.g., Intel RealSense, Microsoft Kinect). Specifically, volumetric videos can be generated by combining multiple calibrated and synchronized RGB-D cameras observing the scene from various viewing angles. 3D acquisition with RGB-D cameras is becoming ubiquitous as the quality and resolution of the RGB-D measurement are improving. The sensors can be deployed in an everyday environment with minimal cost, including the recent generation of smart-phones. Consequently, the volumetric video is expected to be a wide-spread medium to provide a fully immersive experience allowing the users to walk around and interact with the 3D contents.

**Representations.** Unlike 2D images that are composed of 2D pixels (picture elements), the 3D data can be represented in various formats, such as splines, implicit surfaces, a grid of voxels (volume elements), polygonal meshes, or a point cloud. In particular, the raw measurement is represented as point clouds, which is a list of 3D points where each point is represented by a 3D coordinate \((x, y, z)\) and its corresponding attributes such as color values \((R, G, B)\) or surface normal information and project them onto a 2D image by 2D projection-based (Sec. 3.2) and 3D tree-based methods (Sec. 3.3). The former extracts surface patches from 3D models and packs them into a 2D frame, whereas the latter directly handles 3D data with the help of spatial data structures. Both of the approaches require extensive progress has been made with a vast amount of technologies [26, 32, 46, 48], only a limited number of research is available for 3D videos. Most of the techniques for conventional videos cannot be directly applied to the volumetric video because of the fundamental difference of the 3D frames, namely, the lack of regularity of data format and the large data size. The recently proposed techniques for 3D data compression suffer from the trade-off between the compression ratio, perceptual quality, and the decoding latency to meet both the requirement on the network bandwidth and the mobile processors. We further analyze the existing representative techniques for 3D video streaming in the next section.

3 Motivational Studies

3.1 Raw Data Streaming

When the individual frames are in the format of the point cloud, the data size increases linearly by the number of points. This implies that with large-scale volumetric captures that may consist of 300k points to 1M points, the required bandwidth for streaming can vary from 1.08 Gbps to 3.6 Gbps. Even with the current state-of-the-art Wi-Fi or 5G network, it is not possible to send the raw data in 30 fps. Therefore, volumetric video compression is necessary.

3.2 2D Projection-based Compression

**Representation.** There is an ongoing standardization activity in volumetric video compression by the Moving Picture Experts Group (MPEG) under the name MPEG V-PCC [24, 50]. The key idea is to decompose the point cloud into multiple patches based on their surface normal information and project them onto a 2D image by dense packing. Then, existing 2D video codecs such as HEVC can be applied for a high compression rate and real-time decoding. The...
Table 2: Average data size and encoding/decoding latency with MPEG V-PCC.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Data Size(MB)</th>
<th>Enc(min)</th>
<th>Dec(fps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lossless</td>
<td>1.46M</td>
<td>42</td>
<td>3.2</td>
</tr>
<tr>
<td>lossy</td>
<td>0.19M</td>
<td>11</td>
<td>7.28</td>
</tr>
</tbody>
</table>

3D geometry can be reconstructed at the client-side with three individual streams of images including: 1) a grey-scale image with each pixel representing the depth value of the points in each patch, 2) the 2D projected color textures, and 3) the occupancy image where each pixel has 1-bit information to indicate if the corresponding pixel is a valid point for reconstruction.

Performance. Since the standardization is in progress, only test software is available online. We test the performance of the codec with the datasets in Table 1 on a Desktop computer equipped with Intel Core i7-8700 3.2 GHz CPU. Table 2 shows the summary of the performance tested on 30 frames from the longdress dataset. For lossless compression, an average of 1.46 MB is required per frame while lossy compression can reduce the size to 190 kB per frame. The lossy compression significantly reduces the data size by compressing the projected images with intra- and inter-frame coding using 2D video codecs. While the encoding speed is very slow, requiring 11 (lossy) to 42 (lossless) minutes to encode a one-second video, decoding is relatively fast since it uses conventional 2D video codecs with hardware acceleration. Recently, results in [49] show that it can support 30 fps playback of a volumetric video containing a single person on mobile devices, but the resolution is limited.

Limitations. The 2D projection-based method suffers from several limitations, which makes it not applicable for large-scale and generic point cloud videos. First, sparse and noisy captures in Figure 1 (a) and (b) cannot be properly encoded with the codec. This is because it is difficult to extract surface normals from the noisy data. Also, even when normal patches are generated, the 2D projection is a collection of sparse points rather than a smooth image of texture. Next, for complex scenes with multiple objects and people (i.e., 4 people in Figure 1(c) standing close to each other), multi-layer projections need to be generated which increases the decoding complexity, and the loss of information is inevitable where 2D projections overlap.

3.3 3D Tree-based Compression

Representation. In order to represent the large volume of 3D data, kd-tree [16] or octree [35] data structures are used to exploit the sparsity of the representation. We describe the octree structure in more detail. (kd-tree is similar, but implemented as a balanced tree with varying size of nodes, where an octree node creates its children by uniform partitions.) Starting from a tight bounding cube of the 3D space as the root node, octree divides the non-empty nodes recursively into 8 equally-sized child nodes by dividing each dimension into its half \((1/2)^3 = 1/8\). As in Figure 4, the occupancy of 8 child nodes is represented as 8 bits of a single byte. Only the nodes that contain points should be further divided, and empty nodes can be ignored. With the center value and side length of the parent node, the location and size of the 8 child nodes can be automatically calculated.

The leaf nodes are where the actual points are saved and the center values of the leaf nodes approximate the original \(x, y, z\) coordinates. Therefore, the resolution of the point cloud is determined by the maximum depth of the tree. By traversing towards the leaf nodes, the octree can represent the point cloud without saving the individual coordinates. When using this octree data structure to deliver point clouds, the data structure is represented as a serial byte stream concatenating the occupancy byte of each octree node that can simulate the traversal.

Performance. Two of the most commonly used tree-based point cloud compression libraries are Google Draco [2] and Point Cloud Library (PCL) [8]. Draco is a state-of-the-art library specialized for mesh and point cloud compression, while PCL is a generic library for point cloud processing, which also has compression features. We first test the performance of Draco and PCL on a desktop server equipped with Intel Core i7-8700 3.2 GHz CPU. Figure 2 shows that both Draco and PCL could only reduce the overall data size by a...
factor of 3.35× to 4.22×. In particular, the color compression rate is limited to 1.5×. Furthermore, Figure 3(a) shows that the decoding speed is below 30 fps for all datasets. Next, we measure the decoding speed on a state-of-the-art smartphone, iPhone XS equipped with a Hexa-core CPU (2×2.5 GHz Vortex + 4×1.6 GHz Tempest). To further improve the decoding speed, we apply several existing optimization techniques such as multithreading and leverage SIMD CPU architectures supported in most latest smartphones [1, 4]. See Section 8 for the details of our implementation. Despite the applied optimizations, the decoding speed is limited to 2 fps to 20 fps, as shown in Figure 3(b). It is worth noting that multiDraco, which is Draco with multithreading, cannot ensure stable performance since the CPU needs to run multiple background jobs for rendering (i.e., generating vertex and color buffers for GPU rendering, tracking device positions, etc.) and wireless networking.

**Challenges.** While the tree structure efficiently handles the sparsity of 3D data and subdivides only the volumes where the point exists, the irregularity requires traversing the serialized byte stream and recursively calculating the child node geometry. The exact positions that represent intermediate nodes depend on the occupancy of their ancestors, which cannot be parallelized.

Figure 4 shows an example of an octree and the corresponding occupancy byte stream. The root node occupancy byte (index 0) shows that it has two child nodes, whose occupancy bytes are the following two bytes (index 1 and 2). Similarly, the occupancy byte of child nodes of Node 2 is located after the occupancy bytes of Node 1 child nodes in the byte stream. This implies that the number of nodes at each octree depth is determined by the number of occupied bits among the nodes at the parent-depth, which requires sequential decoding. Especially with the increasing number of points and octree depth, the decoding time becomes a bottleneck in the streaming pipeline. When tested on the dataset, it is observed that the last few octree depths contain the majority of the octree nodes and therefore is the dominant cause for the decoding latency (Figure 5). In addition, the tree-based algorithm only considers the geometry compression of individual frames without color information.

### 3.4 Summary

Our observations can be summarized as follows.

- MPEG V-PCC has a high compression ratio with a fast decoding rate but fails to encode generic volumetric videos.
We design a new tree structure named Parallel Decodable Tree (PD-Tree). The serialized data, which includes the occupancy bytes of non-empty nodes in previous depth layers, can be traversed and decoded as the path to each leaf node with the concatenation of the occupancy bytes with a single bit set. Figure 7 shows an example of ODB to represent Point 0, 1, and 2, which are leaf nodes that represent the final location of the points. Point 0, 1, and 2 are represented by the 7th, 4th, and 1st bit of the occupancy byte of the common parent node in Level 9. In the same way, the parent node in Level 9 is represented by the 2nd bit of its parent node in Level 8, which is represented by the 4th node in its parent node at $D_b$.

The independent representation allows parallel decoding for individual points, greatly reducing the decoding latency. Furthermore, it enables sampling and removing of points in real-time for user-interactive encoding, because the order and density of the leaf nodes can arbitrarily change within the subtree rooted at a node at $D_b$.

5.2 Octree Color Bytes (OCB) Compression

We additionally develop the color map encoding technique to further reduce the size of the compressed video. The prior techniques using 3D trees focuses only on compressing geometry, making the color map size twice bigger than that of geometry information after the compression. This makes the color map as the new bottleneck to send volumetric videos. Since PD-Tree enables fast decoding of the geometry data with a high compression rate, more sophisticated methods can be applied to color compression while meeting the real-time requirement of 30 fps. The key idea of our color map encoding is to compress the color values as 2D pixels of images and utilize the conventional JPEG compression. Note that the unique structure of PD-Tree, where the leaf nodes can be processed in parallel, enables fast and flexible re-ordering of points for the color map encoding.

The core challenge in the image-based color compression is to put neighboring points in 3D video contents (having similar colors) into the same octree nodes. This can reduce the number of points to be encoded and decoded, leading to faster processing. However, this comes at the cost of increasing the complexity of the encoding and decoding processes, as well as the potentially reduced compression efficiency. Therefore, it is important to carefully balance the trade-offs between compression efficiency and decoding complexity when designing a color encoding technique for 3D video compression.
The encoded bitstream of the PD-Tree includes OBB and ODB, and the decoding complexity of point cloud videos increases with a vertical direction. [36] uses a similar approach but applies serial number of final points, length of OBB, ODB, and OCB, and the information that has the necessary information for the decoding process. The decoder with dedicated hardware in commodity mobile devices.

First, the CPU parses the header information and handles platform to reconstruct the 3D point cloud from the compressed data. The hybrid decoding pipeline utilizes both CPU and GPU on a mobile platform to reconstruct the 3D point cloud from the compressed data. The CPU first decodes the OBB stream, which recursively computes the child node location until it reaches the depth, $D_b$. Next, the 4-bit encoding of ODB is decoded to regenerate the byte stream that represents each point independently (i.e., 3 bytes per point, as in Figure 7). The OCB is decoded by the JPEG decoder [5], and the decoded 2D image is re-ordered by the Morton ordering, which is saved as a lookup table (LUT), into the original color stream aligned with the ODB.

**CPU Decoder.** The CPU first decodes the OBB stream, which recursively computes the child node location until it reaches the depth, $D_b$. Next, the 4-bit encoding of ODB is decoded to regenerate the byte stream that represents each point independently (i.e., 3 bytes per point, as in Figure 7). The OCB is decoded by the JPEG decoder [5], and the decoded 2D image is re-ordered by the Morton ordering, which is saved as a lookup table (LUT), into the original color stream aligned with the ODB.

**GPU Decoder.** We include the refinement of ODB within the point cloud rendering pipeline, which is executed on the GPU. Specifically, we implement the GPU decoder with the vertex shader, which is designed to run in parallel on the GPU during the conventional rendering pipeline. The original rendering pipeline of point clouds receives an aligned list of vertex and color data and render them individually on the screen by multiplying the view and projection matrix within the vertex shader. We implement the decoding of ODB for individual points within the same vertex shader for synchronized coordinate refinement and rendering.

To utilize the GPU rendering pipeline, the input list has to be composed of independent representations of points, which are aligned by a multiple of four bytes, as shown in Figure 9. We rearrange the data such that the individual points are composed of the decoded node location of OBB at depth $D_b$, three bytes of ODB, and an additional three bytes for unpacked RGB color of OCB. To meet the 4 bytes memory alignment requirement, we add one-byte dummy values each. Since the intermediate node locations from OBB are shared by the leaf nodes of the sub-tree, the locations are duplicated and aligned with the corresponding ODB information to create an independent representation of points. The time overhead incurred by the additional processing is negligible, averaging below 1 ms. Furthermore, the integrated pipeline guarantees that the vertex and color attributes of the same frame are synchronized, while having separate pipelines for decoding and rendering will require explicit synchronization of the two.

### 5.3 Low-Latency Parallel Decoder

The decoding complexity of point cloud videos increases with a larger number of points and octree depth. The current decoding of the volumetric video is usually processed on the CPU, and the state-of-the-art CPUs cannot support a decoding rate of 30 fps for more than 300k points. Therefore, in GROOT, we leverage the parallel processing ability of the GPU to overcome the limitation. The encoded bitstream of the PD-Tree includes OBB and ODB, and the corresponding color information represented with OCB. The hybrid decoding pipeline utilizes both CPU and GPU on a mobile platform to reconstruct the 3D point cloud from the compressed data. First, the CPU parses the header information and handles the serialized bitstream of OBB. The OCB is executed by the JPEG decoder with dedicated hardware in commodity mobile devices. Then, the GPU decodes the ODB to refine the point cloud location and render them directly in a completely parallel manner.

**Frame Structure.** Each frame consists of a header and a payload that has the necessary information for the decoding process. The header includes the meta information of the frame, such as the number of final points, length of OBB, ODB, and OCB, and the coordinate and size of the root node. The payload contains four separate streams of data, including OBB, ODB, OCB, and lastly, a list of numbers of leaf nodes that reside in each octree node at $D_b$. With this information, the leaf nodes of the same sub-tree for ODB can be pointed to the correct root node coordinates at $D_b$.

**CPU Decoder.** The CPU first decodes the OBB stream, which recursively computes the child node location until it reaches the depth, $D_b$. Next, the 4-bit encoding of ODB is decoded to regenerate the byte stream that represents each point independently (i.e., 3 bytes per point, as in Figure 7). The OCB is decoded by the JPEG decoder [5], and the decoded 2D image is re-ordered by the Morton ordering, which is saved as a lookup table (LUT), into the original color stream aligned with the ODB.

**GPU Decoder.** We include the refinement of ODB within the point cloud rendering pipeline, which is executed on the GPU. Specifically, we implement the GPU decoder with the vertex shader, which is designed to run in parallel on the GPU during the conventional rendering pipeline. The original rendering pipeline of point clouds receives an aligned list of vertex and color data and render them individually on the screen by multiplying the view and projection matrix within the vertex shader. We implement the decoding of ODB for individual points within the same vertex shader for synchronized coordinate refinement and rendering.

To utilize the GPU rendering pipeline, the input list has to be composed of independent representations of points, which are aligned by a multiple of four bytes, as shown in Figure 9. We rearrange the data such that the individual points are composed of the decoded node location of OBB at depth $D_b$, three bytes of ODB, and an additional three bytes for unpacked RGB color of OCB. To meet the 4 bytes memory alignment requirement, we add one-byte dummy values each. Since the intermediate node locations from OBB are shared by the leaf nodes of the sub-tree, the locations are duplicated and aligned with the corresponding ODB information to create an independent representation of points. The time overhead incurred by the additional processing is negligible, averaging below 1 ms. Furthermore, the integrated pipeline guarantees that the vertex and color attributes of the same frame are synchronized, while having separate pipelines for decoding and rendering will require explicit synchronization of the two.

### 6 Interactive User-View Adaptation

Apart from optimizing the underlying codec, additional optimization techniques are required to handle high-fidelity volumetric videos with a large number of points and high resolutions. In this light, we develop a new interactive user-view-adaptation technique, further reducing the size of the video and improving the decoding speed.

A similar idea has been adopted for 360° video streaming systems [26, 46] and early approaches of volumetric video streaming such as ViVo [14]. We are inspired by such prior techniques, but our adaptation technique is unique in that it enables responsive and continuous adaptation. This allows the smooth transition of the scenes when a user takes a different view by moving her head, which was not possible with prior techniques.

We develop two specific techniques to reduce the number of points without affecting the perceived quality: i.e., frustum culling that removes the points outside of the user’s view and depth-based...
Frustum View

while small block size will incur a large computation overhead. Where only the geometry that falls within the 3D viewing frustum is culling using the octree structure (right).

Figure 10: Comparing frustum culling with fixed-size grids (left, center, \(1m \times 1m \times 1m\), \(0.5m \times 0.5m \times 0.5m\)) and hierarchical culling using the octree structure (right).

**sampling** that reduces the resolution of far away points. These techniques are designed based on the advantages of PD-Tree, which enables fast determination whether a point is in the user’s current view or not and also direct removal of points from the encoded stream.

### 6.1 Frustum Culling

Removing the unseen points from the current user’s viewpoint, known as frustum culling, is a straightforward optimization technique to reduce the data size and decoding complexity. However, the difficulty lies in applying this view adaptation in real-time at the server since the user viewpoint can change dynamically. The hierarchical structure and the independent representation in PD-Tree enable this with minimal processing overhead at the server.

Frustum culling is a widely used technique in graphics rendering, where only the geometry that falls within the 3D viewing frustum is displayed [13, 17]. Whether or not a point falls in the view frustum can be determined by the relative position of the point to the view frustum which is defined as the intersection of half-spaces that the six planes of the frustum creates. Exhaustive testing for all the points in the video and removing them from the encoded stream requires a non-negligible amount of computation. A common way to accelerate the calculation is using a grid of the sub-volumes and test the inclusion, similar to 2D video tiles as in Figure 10. User-adaptive approaches in [27, 42, 43] and ViVo [14] also used fixed-size 3D blocks. However, since 3D data is sparse, the large block size will not be able to sufficiently remove unnecessary points, while small block size will incur a large computation overhead.

Therefore, we utilize the hierarchical structure of PD-Tree for fast calculation even under a significant motion within the scene of varying density of points. Starting from the root node of PD-Tree, we recursively check if the child octree node intersects with the view frustum. When all of the eight corners of the parent node are included (or excluded) in the view frustum, the child nodes do not need further validation. Only when a subset of eight corners is included, we proceed with the test to its child nodes.

To handle user viewpoint prediction errors, we set a non-zero threshold for the half-spaces of the frustum to generate a bigger frustum that includes the actual user view frustum, automatically creating a margin around the edges of the view frustum. Also, GROOT sets the maximum depth to 4 or 5 to stop the frustum culling where the smaller node size has no effect in further reducing the data size and only generates an additional processing overhead at the server (See Section 8.5 for the analysis). After frustum culling, points that are included in the culled nodes should be removed from the ODB and OCB streams. Since the points are represented independently, it is possible to remove the points directly by indexing the corresponding leaf nodes for each culled nodes. Therefore, no modification is required on the client-side to decode the modified frame.

### 6.2 Depth-based Sampling

Given the list of culled octree nodes at \(D_b\), we apply continuous depth-based sampling to stream only a subset of points from the list of ODB rooted at \(D_b\), with minimal impact on the perceptual quality. The basic intuition is that, with the fixed screen resolution, the density of observable points at a particular depth is inversely proportional to the depth of the point. A common way to apply depth-based sampling is to stop the tree traversal at a particular octree depth. However, as shown in Figure 5, the number of octree nodes increases abruptly between a single depth, especially in the last few depths, which can result in a sudden drop of perceptual quality. Also, most existing work such as [27] and [14] uses fixed-size blocks with predetermined density as in conventional 2D videos [26]. Since the user’s viewpoint is much more diverse and changes dynamically, using fixed-size blocks can either not effectively remove unseen points or drop the perceptual quality significantly.

With PD-Tree, we enable a finer level of density change since each point is represented independently, and removing a subset of points does not affect the encoding and decoding pipeline. During runtime, the sampling density is determined for each node at the maximum frustum culling depth regarding the depth value of the center position of the node. However, since each device has different screen resolution and field-of-view, the rendering quality is not consistent across devices even when the points have the same depth value. Therefore, we determine the sampling density based on the depth value in the device-independent Normalized Device Coordinate (NDC) space, which maps the perspective frustum to a fixed-size cube. The location of the point in NDC space can be calculated with the model, view, and projection matrix which are continuously measured on the client device and updated to the server periodically. For fast and simple sampling, we determine the resolution by rendering or not rendering 1 out of \(N(= 1, 2, 3, 4, 6, 8, 10)\) points generating a gradual resolution change of 12 levels: from 10%, 13%, 17%, 25%, 33%, 50%, 67%, 75%, 83%, 87%, 90%, 100%. Finally, we divide the cube into 12 sections and allocate the sampling density, which can maintain sufficient perceptual quality (i.e., SSIM value of 0.98).

### 7 Implementation

**Client.** We implement the GROOT client on iOS devices. We use continuous camera position tracking results provided by Apple’s ARKit (camera.viewMatrix() and camera.projectionMatrix()) for the interactive user-adaptive methods in our system. The client system consists of three parts: data receiving, decoding, and rendering, where decoding is further divided into the CPU and GPU decoder. The data receiver and CPU decoder are implemented in C/C++ for faster performance. For color bytes decoding, we cross-compile libjpeg-turbo [5] for iOS and use the C/C++ API rather than using the JPEG decoding API on iOS to integrate the CPU into a single
module and for faster performance. We implement the GPU decoder and renderer using Apple’s Metal Framework as a single GPU kernel function.

**Server.** We implement the GROOT server on a Linux desktop PC (Ubuntu 18.04) with all functions written in C/C++. The encoder can be divided into three modules: PD-Tree generator, OBB and ODB compressor, and OCB compressor. For the implementation of the PD-Tree generator, we modify the octree generator from Point Cloud Library (PCL). OBB and ODB compression and OCB packing is implemented with C/C++, and we use libjpeg-turbo [5] for JPEG compression. The runtime server implementation reads the encoded files without JPEG compression to apply interactive user-view adaptation directly without decoding the entire file. Our continuous and interactive user-adaptive methods, frustum culling, and depth-based sampling are also implemented with C/C++ functions.

## 8 Evaluation

### 8.1 Experimental Setup

**Dataset.** We conducted extensive evaluation using the datasets in Table 1. Commonly in AR applications, the virtual objects are anchored on a plane through a plane detection algorithms [41]. For the consistency of the experiment, we place the volumetric video contents by anchoring the center of each data on a fixed location.

**System.** We test the GROOT client on iPhone XS running on iOS 13.1.3, equipped with the Apple A12 Bionic chipset, Hexa-core CPU (2×2.5 GHz Vortex + 4×1.6 GHz Tempest), and a 4-core GPU with 4GB RAM. The GROOT server is tested on a desktop PC running on Ubuntu 18.04 equipped with Intel Core i7-8700 3.2 GHz CPU. The client communicates with the server over TCP through a commodity 802.11ac Wi-Fi AP at 5 GHz. The AP is connected to the server by a 1 Gbps Ethernet cable. The average downlink throughput is 540 Mbps, which is comparable to the practical performance of current indoor wireless technologies, as reported in [32].

**Baselines.** We compare our system to following baseline systems: 1) multiDraco: an optimized version of Draco [2] by applying multithreading as in ViVo [14]. The maximum number of threads is fixed as 4 since it showed the best performance. 2) strawmanPCL: an optimized version of PCL [8]. The core functions (i.e., octree-based geometry encoding/decoding and entropy encoding/decoding for colors) are implemented using SIMD instructions for fast vector calculations. For entropy encoding, we use the Zstandard [11] library, a state-of-the-art data compression technique, since it can run in real-time on mobile devices while maintaining the compression rate.

### 8.2 Overall Performance

We first assess the overall performance of GROOT. Figure 11 shows the overall frame update rate. The frame update rate is measured when the next frame is received, decoded, and enqueued into the frame buffer to be rendered. Due to the sparsity of point clouds, the system performance can vary depending on the user’s movements. For example, in the scene of Figure 1(a), if the user focuses on a single person, the data size can be reduced by a maximum of 3×. Therefore, we test our system on multiple user-view traces, which cover diverse direction and locations and show the averaged results. Since user-view prediction is not in the scope of this work, we follow the results in [14] and assume that it is possible to maintain an accurate prediction within the window of 200ms (6 to 7 consecutive frames). GROOT enables a 30 fps or higher frame update rate for all datasets showing significant improvement from conventional systems. Other methods could not achieve the real-time frame update rate due to the complexity in decoding. Furthermore, the latency breakdown results of GROOT in Figure 12 show that the decoding latency is well-below 30ms making decoding on mobile devices no longer the bottleneck for volumetric video streaming. Also, the rendering latency remains stable as below 10ms to meet the motion-to-photon latency requirement.
8.3 Breakdown of PD-Tree-based Compression

In this section, we evaluate each component of our PD-Tree-based compression scheme. The overall compression performance of PD-Tree is shown in Figure 13. Even without user view adaptation, the data size is reduced by 1.7×.

**Geometry Compression.** Figure 14 shows the average frame size for the lossless encoding of the geometry. For Panoptic datasets (band and pizza), the compressed data size of GROOT is smaller than both multiDraco and strawmanPCL. However, the compressed geometry of the 8i dataset (longdress and twopeople) exhibits a larger size than strawmanPCL. This is due to the different characteristics of the dataset. Panoptic datasets are larger in scale, which means deeper octree depth, but has less number of points than 8i datasets. Therefore, the individual representation of points incurs a smaller overhead. On the other hand, as shown in Figure 5, the 8i dataset has a sharper curve than the Panoptic datasets. This means that less number of higher depths in the 8i dataset is the bottleneck compared to the Panoptic dataset. Therefore, it would be more effective to increase the maximum breadth depth \( D_b \) for the 8i dataset and reduce the overhead of the ODB stream. Figure 16 shows the reduced data size when the maximum breadth depth is increased by 1 for the 8i datasets. Specifically, \( D_b \) for the longdress dataset is 7 to encode the last 3 depths as ODB and 8 to encode the last 2 depths as ODB. In the case of the twopeople dataset, \( D_b \) is 9 and 10 to make the last 3 and 2 bytes as ODB, respectively.

Despite the variability in the dataset, GROOT still achieves the best compression ratio when combined with the color compression, and more importantly, GROOT enables faster decoding and runtime modification.

**Color Compression.** We now evaluate the benefits of our color compression method. Overall, Figure 15 shows that our proposed method can improve the compression rate by 4.3× to 6.5× compared to existing methods while maintaining the perceptual quality (See Section 8.6 for the quality evaluation). Results show that the color compression ratio is higher in 8i datasets. This is because Panoptic datasets are lower in resolution compared to 8i datasets and show less variation in color. Next, we show the effect of the individual components of our method. In Figure 17, Morton-S is the scheme used in GROOT, which packs the colors into a 2D image following Morton ordering and sorts the color to maximize the similarity between adjacent points. Morton-U is the same as Morton-S except no sorting is applied, and Raster uses serial packing of the colors without sorting. It shows that Morton ordering can reduce the data size by an average of 50 kB and another 10 kB to 50 kB when sorting is applied. In particular, sorting the colors to maximize the locality has more effect on the 8i datasets, since they have more color variations than the Panoptic datasets.

8.4 Performance of Parallel Decoder

**Breakdown.** Figure 19 shows the decoding latency of each component in the decoding pipeline. In general, latency for decoding ODB and OCB increases linearly with the number of points. However, the overall decoding latency is not linearly correlated with the number of points. For sparse and large-scale datasets such as band and pizza, the decoding latency resides mainly in decoding the OBB. Since the points are sparsely located, each of the last few depths of the octree has a number of octree nodes similar to the number of points. For high-resolution datasets such as longdress and twopeople, only the last octree depth incurs a non-negligible decoding latency. In both cases, latency at the last octree depth can be effectively eliminated to meet the 30 fps frame rate with the PD-Tree-based decoding.

**Resource Utilization.** We analyze the resource utilization when the decoding, rendering, and camera capturing are simultaneously running as described in Section 7. On a fully charged phone, we play the longdress video repeatedly, which required the most computation, for 54,000 frames (30 minutes video when the frame update rate is 30 fps). There was an average memory usage of 340 MB, 25%
CPU utilization, and the battery level dropped to 86%. The energy consumption was partly because of the rendering and the background jobs (i.e., camera position tracking, camera frame capturing) rather than just our parallel decoder. When we only ran the two components without our decoder in the same setting, the battery level still dropped by 7%.

8.5 Performance of Interactive User Adaptation

Comparison with fixed-size blocks for frustum culling. We compare our adaptive frustum culling technique to fixed grid size methods used in most existing methods such as ViVo [14]. Figure 21 shows the results of the pizza dataset, which is the largest in scale and consists of the most number of people and objects. In general, using a smaller grid size can more effectively remove unnecessary points resulting in smaller data size. However, when the frustum depth increases from 5 to 6, the average frame size reduces by only 80 kB, while the latency increases by 7ms. The results show that the design choice of GROOT detailed in Section 6.1 can effectively reduce the data size with small grid sizes while maintaining a low processing overhead at the server.

Server-side processing overhead. We measure the overall processing overhead at the server in terms of latency to apply interactive user adaptation, which includes frustum culling, sampling, and encoding of each frame, in runtime. Figure 22 shows the latency for each component. The results show that even without pipelining the steps, runtime adaptation is possible within 30 fps. For large scale datasets such as band and pizza, the frustum culling latency is dominant since it is larger in scale with multiple people and objects. In longdress and twopeople datasets, the encoding latency is dominant since it has more number of points resulting in a bigger color image to compress. We note that the encoding latency can be further improved by using dedicated hardware for JPEG compression. In conclusion, since the user-adaptive methods can be applied in runtime with minimal overhead, generating and storing pre-encoded files for fixed-size grids as in [14, 43] or in conventional video streaming systems is not necessary.

8.6 Perceptual Quality of Color Compression

Color Comparison to baselines. We measure the PSNR per YUV component when color attributes are encoded with the same bit rate to compare the performance of OCB compression to the baseline methods. We calculate the metric based on the definition in the released MPEG standard [28] and the implementation of [47]. Results showed that GROOT achieves a higher PSNR value of 36.4dB, 45.6dB, and 43.5dB for each YUV component while Google Draco and PCL achieved 29.7dB, 39.4dB, and 38.1dB on average.

Effectiveness of color reordering and Morton coding. Next, we use the SSIM metric [59] to measure the perceptual quality of the 2D projected and rendered view of the 3D content on a mobile device to evaluate the effect of color reordering and Morton coding. In Figure 23, each Morton-U, Morton-U, and Raster are the same as indicated in Section 8.3 for Figure 17. The results show that the SSIM value can be significantly improved with Morton ordering and the color sorting also improves the perceptual quality. Note that results for band and twopeople were omitted since they had similar results to pizza and longdress, respectively.

The reason behind the improvement of the perceptual quality with Morton ordering is because 2D image compression applies frequency-domain color quantization on pixel blocks (i.e., 8x8 pixels). This results in a blur effect on the final image. When packing the color values pixel by pixel, rather than as a texture, the blurring effect mixes the color between adjacent pixels in a block, which may have very different colors. Following the Morton ordering, the distortion can be minimized by maximizing the probability of adjacent points in a block to have similar colors. For the same reason, sorting the colors to further maximize the locality of similar colors helps improve the quality.

8.7 Perceptual Quality of Interactive User Adaptation

We evaluate the impact of our interactive user adaptation methods, frustum culling and depth-based sampling. We play the videos on a smartphone and capture the rendered screen to measure the SSIM value. Results in Table 3 show that there is a minimal impact on the perceptual quality maintaining a high SSIM value of over 0.98 for all datasets. The frustum culling method does not affect the perceptual quality at all since it only removes the points that are not rendered on the screen. As shown in Figure 20, depth-based sampling has a less impact on the bitrate compared to frustum culling. This is because sampling is not applied as aggressively to maintain the SSIM value. Depending on the requirement of the user, it is possible to apply further sampling for acceptable quality.

9 Discussion

Interframe Compression. The current version of GROOT does not include inter-frame compression. Inter-frame compression is challenging in 3D volumetric videos since there is no adjacency information between the points. Thus, they should be processed individually. Some prior work modified the octree structure to reuse the serialized byte stream of previous frames [30]. Another approach in [37] extracts a rigid transformation between two subsets of points of consecutive frames using the Iterative Closest Point (ICP) algorithm [58]. Even though it can reduce the data size,
the complexity of the decoder increases. Utilizing the independent representation of GROOT, we plan to develop inter-frame compression by applying existing solutions and adopting recent studies in deep learning, which can generate 3D motion vectors for individual points [33].

Quality Metric. We have used the most common quality metrics of 3D point clouds for the quality assessments. However, most of the quality metrics are simply an adaptation of the existing 2D video quality metrics, which does not explain the unique characteristics of 3D data. For example, there are various ways of rendering point clouds. In this work, we used a fixed-size square to represent individual points. However, using surface splatting [60] or adaptive point sizes can further reduce the number of necessary points while maintaining the user perceptual quality. Furthermore, the distance of the 3D data from the user and the scale can also affect the perceptual quality. Therefore, it would be necessary to develop a new subjective and objective quality metric specifically for point clouds taking advantage of the various rendering options and the dynamic user movements.

Video Content Adaptation. On top of our depth-based sampling scheme, more sophisticated techniques can be applied. A popular approach in processing volumetric videos in the graphics field is to focus on the face and the hands since they have a higher impact on the visual perception quality [44]. Adopting this concept to volumetric video streaming systems would be able to further reduce the bandwidth consumption without sacrificing the perceptual visual quality. We can also consider applying different sampling rate depending on the movement of the content or the luminance changes as in [25]. It will be possible to directly apply any optimization schemes to GROOT, since the PD-Tree structure allows the individual points to be removed, reordered, or manipulated without having to modify the decoder.

Head-mounted Displays (HMDs). In this work, we used smartphones with 2D displays as primary client devices. In order to provide the users with a more immersive experience, using head-mounted displays such as Oculus VR, Microsoft Hololens or Magic Leap can be more plausible. However, current commercially available devices still suffer from limited field-of-view and resolution, which makes it difficult to achieve the same perceptual quality as smartphone displays. Since there are active research and product development on next-generation devices, we plan to further explore volumetric video streaming for HMDs. Furthermore, reducing resource utilization is much more important since HMDs confront tighter power and thermal constraints.

10 Related Work

Mobile 2D and 360° Video Streaming. There have been prior works that aim at streaming 2D or 360° videos on mobile devices. To stream high-resolution videos under limited network bandwidth, existing approaches dynamically adapt the video bitrate [31, 51], or divide the video into spatial blocks (tiles) and selectively stream the ones included in the user’s field-of-view [15, 26, 34, 40, 46]. However, the existing techniques cannot be directly applied to volumetric videos since 3D data is inherently different from 2D videos. Unlike 2D videos, where the consecutive frames are the same size and thus can be divided into equal-sized tiles, it is difficult to divide the 3D data into equal-sized blocks since the number of points and the location of the occupied grid differs every frame.

Volumetric Video Compression. A large number of approaches have been made to compress the data size of volumetric videos [19, 20, 23, 53, 57]. Most work focuses on the compression rate rather than enabling real-time decoding, especially on resource-constrained mobile devices. There are also active standardization movements by MPEG [28, 50]. Since the finalization of the standards is expected in the near future, it would also be an interesting research direction to apply our user-adaptive methods. Currently, as far as our knowledge, there are a limited number of studies in the system design for real-time volumetric video streaming of generic point cloud videos for mobile devices. Since the latest commercial wireless technologies such as 802.11ad and 5G exhibit compelling performances, it is becoming more important to balance the trade-off between the network latency and the resource utilization on mobile devices for decoding.

Volumetric Video Streaming. There are some recent attempts in volumetric video streaming. Nebula [45] proposed the concept of an edge-assisted volumetric video system where the edge server decodes the 3D data and generates a 2D video for the mobile device. More recently, ViVo [14] uses Google Draco as the underlying codec and applies visibility-aware optimizations to enable real-time streaming. It well supports small-sized videos but is not easy to scale due to the inherent limitations of Draco as described in Section 3.3. [43] also applies user-adaptive optimizations similar to ViVo and [54] proposes a DASH-compliant volumetric video streaming system. GROOT is a novel system that enables real-time volumetric video streaming on mobile devices, especially for the large-size high-fidelity videos with continuous and interactive user-view adaptation tightly coupled with the compression scheme.

11 Conclusion

We presented the design and implementation of GROOT, a mobile volumetric video streaming system. With the novel PD-Tree data structure, GROOT enabled real-time streaming at a 30 fps frame rate with minimal memory usage and computation for decoding, which was the bottleneck of the streaming pipeline. Specifically, we modified the conventional octree to introduce the independence of leaf nodes, which enabled the parallel decoding of highly irregular 3D data. Leveraging the unique advantages of our PD-Tree, we also developed a suite of techniques to compress color information and filter out and sample 3D points outside of a user’s view, which could further minimize the data size and the decoding cost. With the proposed techniques, GROOT achieved faster frame rates in streaming high-fidelity volumetric videos to mobile devices compared to any previous methods.
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