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Abstract

We present EagleEye, an AR-based system that identifies missing
person (or people) in large, crowded urban spaces. Designing Ea-
gleEye involves critical technical challenges for both accuracy and
latency. Firstly, despite recent advances in Deep Neural Network
(DNN)-based face identification, we observe that state-of-the-art
models fail to accurately identify Low-Resolution (LR) faces. Accord-
ingly, we design a novel Identity Clarification Network to recover
missing details in the LR faces, which enhances true positives by
78% with only 14% false positives. Furthermore, designing Eagle-
Eye involves unique challenges compared to recent continuous
mobile vision systems in that it requires running a series of com-
plex DNNs multiple times on a high-resolution image. To tackle
the challenge, we develop Content-Adaptive Parallel Execution to
optimize complex multi-DNN face identification pipeline execution
latency using heterogeneous processors on mobile and cloud. Our
results show that EagleEye achieves 9.07X faster latency compared
to naive execution, with only 108 KBytes of data offloaded.
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1 Introduction

Imagine a parent looking for her/his missing child in a highly
crowded square. In many cases, a swarm of people in front of her/his
eyes will quickly overload cognitive abilities; our motivational study
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Figure 1: Example usage scenario of EagleEye: parent find-
ing a missing child. More examples in Section 2.

shows that it takes ~16 seconds to locate a person in a crowded
scene (See Section 3 for details). An Augmented Reality (AR)-based
service with smart glasses or a smartphone will be extremely helpful
if it can capture the large crowd from distance and pinpoint the
missing child in real-time (Figure 1). Despite recent advances in
person identification techniques using various features such as
face [14, 55, 67], gait [27, 66] or sound [7, 19], fast and accurate
person identification in crowded urban spaces remains a highly
challenging problem.

In this paper, we propose EagleEye, a wearable camera-based
system to identify missing person(s) in large, crowded urban spaces.
It continuously captures the image stream of the place using com-
modity mobile cameras, identifies person(s) of interests, and shows
where the target is in the scene in (soft) real-time. EagleEye not only
shows a good example of future AR applications based on real-time
analysis of complex scenes, but also characterizes the workload of
future multi-DNN mobile deep learning systems.

Designing EagleEye involves critical technical challenges for
both identification accuracy and latency.

e Recognition Accuracy. Compared to prior systems [60, 61,
73] that aim at identifying 1 or 2 faces in close vicinity (e.g., engaged
in a conversation), the key challenge in building EagleEye is accu-
rately detecting and recognizing distant small faces. In crowded
spaces, individual faces often appear very small, with facial de-
tails blurred out. Recent Deep Neural Network (DNN)-based face
recognition has shown remarkable progress in accurately identi-
fying faces under various unconstrained settings [14, 30, 47] (e.g.,
variations in pose, occlusion, or illumination). However, the state-
of-the-art techniques still fail to provide robust performance for
Low-Resolution (LR) faces. Our study shows that Equal Error Rate,
the value in the ROC curve where false acceptance and false rejec-
tion rates are identical, of the state-of-the-art DNN [14] grows from
9% to 27% when resolution drops from 112X112 to 14x14 (Section 3).
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Figure 2: Multi-DNN face identification pipeline.

o Identification Latency. More importantly, it is challenging to
analyze a crowded scene in (soft) real-time to allow users to sweep
large spaces quickly. EagleEye imposes unique challenges compared
to recent DNN-based continuous mobile vision systems [28, 35, 53,
58, 62, 68, 71]. Firstly, as shown in Figure 2, EagleEye requires run-
ning a series of complex DNNs multiple times for a single scene: face
detection network once over a scene, our resolution enhancing net-
work (introduced in Section 5.2) and face recognition network per
each face. This is very different from prior systems that run a single
DNN only once over a scene. Secondly, each DNN is highly com-
plex to achieve high accuracy, incurring significant latency. Face
detectors employ feature pyramid [52] which upsamples features in
latter layers and adds up to earlier layers to detect small faces. Also,
state-of-the-art recognizers are heavy ResNet-based. Finally, prior
work mostly downsample the input frames (e.g., 300x300 [22]) to
reduce complexity (this was possible as they analyze a small num-
ber of large, primary objects in vicinity). However, EagleEye should
run the identification pipeline on high-resolution frames to detect
a large number of distant faces that appear very small.

It is highly challenging to run a complex multi-DNN pipeline over
high-resolution images in real-time. It is not even trivial to simply
port state-of-the-art DNNs to mobile deep learning frameworks (e.g.,
TensorFlow-Lite) due to the limited number of supported opera-
tions. The challenge aggravates considering the execution latency.
For instance, a lightweight MobileNet [31] can only process two
1080p frames per second on high-end mobile GPU (Table 1). Naive
execution of EagleEye’s entire pipeline takes 14 seconds for a scene
with 30 faces (Figure 5). We can consider multithreading or offload-
ing, but they are not also straightforward to apply. Multithreading
degrades performance due to resource contention over limited mo-
bile resources (e.g. GPU, CPU, memory). Also, 3G/LTE network
with low bandwidth is likely the only wireless network available
in crowded outdoor environments, making offloading non-trivial.

To tackle the challenges, we design and develop a suite of novel
techniques and adopt them in EagleEye.

o Identity Clarification Network. We first design a novel end-
to-end face identification pipeline to identify small faces accurately.
Our key idea is to add Identity-Clarification Network (ICN) on con-
ventional 2-step pipeline (detection-recognition) to recover miss-
ing facial details in LR faces, thus resulting in a 3-step pipeline
(detection-clarification-recognition as shown in Figure 2). ICN
adopts a state-of-the-art image super-resolution network as the
baseline and innovates it with specialized training loss functions to
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enhance LR faces for accurate recognition; note that prior super-
resolution networks focus on generating perceptually natural im-
ages and fail to preserve identities, making them ill-suited for recog-
nition [48] (See Section 5). Also, ICN enables identity-preserving
reconstruction using reference images (probes) of the target, com-
monly available in our scenarios (e.g., photos of children provided
by parents). We observe that the complexity of LR face recogni-
tion results from accepting positive identities rather than denying
negative identities (see Section 5.2 for details). Thus, biasing ICN
on the target improves LR face recognition accuracy with only a
small increase in false positives. Overall, our ICN-enabled pipeline
improves true positives by 78% with 14% false positives, against the
2-step identification pipeline.

e Multi-DNN Execution Pipeline. Our workload (i.e., running
a series of DNNs multiple times on high-resolution images) requires
a differentiated strategy to optimize the heavy computation. We
develop a runtime system with Content-Adaptive Parallel Execution
to run a multi-DNN face identification pipeline at low latency. The
key idea behind this approach is to divide the high-resolution image
into multiple sub-regions and selectively enable different compo-
nents in the pipeline, depending on the content. For instance, ICN
is only applied to a region with LR faces while the entire pipeline is
not executed for a background region with no faces. Furthermore,
we exploit the spatial independence of face recognition workload
(i.e., identifying faces in different sub-regions does not have depen-
dency) to parallelize and pipeline the execution on heterogeneous
processors on the mobile and cloud. Overall, our technique acceler-
ates the latency by 9.07x with only 108 KBytes of data offloaded.

Our major contributions are summarized as follows:

o To the best of our knowledge, this is the first end-to-end mobile
system that provides accurate and low-latency person identifi-
cation in crowded urban spaces.

e We design a novel face identification pipeline capable of accu-
rately identifying small faces in crowded spaces. By employing
Identity Clarification Network to recover facial details of LR
faces, we enhance true positives by 78% with 14% false positives.

e We design a runtime system to handle the unique workload of
EagleEye (i.e., processing high-resolution images with multiple
DNNs for complex scene analysis). We believe this will be an un-
explored common workload for many mobile/wearable-based
continuous vision applications. We utilize a suite of techniques
to minimize the end-to-end latency to as low as 946 ms (9.07x
faster than naive execution).

e We conduct extensive controlled and in-the-wild study (with
real implementations and various datasets), validating the ef-
fectiveness of our proposed system.

2 Motivating Scenarios

Finding a Missing Child. In crowded squares or amusement
parks, there are many cases where a parent loses track of her/his
child. In such incidents, it is difficult to find the missing child with
naked eyes since she/he becomes cognitively overloaded to identify
many people in vicinity. EagleEye can help the parent: by sweeping
the mobile device to capture the space from distance, it can help
quickly pinpoint possible faces and narrow down a specific area to
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